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Abstract

Circuit elements that combine ferromagnetic materials with semiconductor structures have the potential to
overcome two of the most significant limitations of CMOS systems: data loss on power failure and radiation-induced
soft errors. Unlike CMOS structures, which rely on capacitatively-stored charge to store data, these magnetoelectronic
devices encode binary values using the magnetization directions of their ferromagnetic elements, which retain their
state without power. In this project, we have developed a number of circuit and system architectures that exploit the
properties of a particular magnetoelectronic device, the hybrid Hall effect device, to deliver non-volatile operation and
high performance. At the circuit level, we have developed designs for reconfigurable logic gates based on the HHE
device that perform both AND/OR and threshold computations. Our system designs integrate non-volatile magnetic
memories into processor architectures to produce self-checkpointing microprocessors that recover near-instantly from
power failures and outperform conventional architectures in many cases.

I. INTRODUCTION

Data volatility is a significant problem in many electronic systems. The memory elements commonly used in
CMOS devices, including SRAM cells, DRAM cells, and register latches, rely on capacitatively-stored charge to
represent binary data. When power is removed from the chip, this charge quickly drains off, destroying any data
stored in the memory. This leads to a number of problems, including loss of data when power failures occur, long
power-on/boot times because operating systems must be loaded from disk each time the system is turned on, and
high standby power consumption due to leakage currents.

Magnetoelectronic devices, which combine ferromagnetic materials with conventional semiconductor structures,
have the potential to overcome this limitation of CMOS electronics by providing designers with high-performance,
non-volatile memory and logic gates that can be tightly integrated with CMOS circuitry. These devices use the
magnetization direction of one or more ferromagnetic elements to store data, making them both inherently non-
volatile and highly resistant to radiation-induced soft errors. Unlike competing non-volatile memory technologies,
magnetoelectronic devices both operate at sub-nanosecond speeds and support arbitrary numbers of read/write cycles
without wearing out, making them good candidates for computing applications.

This report summarizes the results of work done under grant N00014-02-1-1038, "Magnetoelectronic Reconfig-
urable Logic," which explored system and circuit-level applications for the hybrid Hall effect (HHE) device. This
effort initially focused on circuit-level designs of reconfigurable logic gates. Later phases of the work focused on
system-level applications, and developed architectures for self-checkpointing processors that tolerate power failures
by periodically copying critical program state to on-chip non-volatile memories.

The body of this report follows the chronological progress of our work. We first present a brief overview of the
HHE device and its operation. Next, we describe our HHE-based reconfigurable logic gates. This is followed by a
discussion of our self-checkpointing microprocessor architectures, and a conclusion.

II. THE HYBRID HALL EFFECT DEVICE

The designs presented in this paper are based on the hybrid Hall effect (HHE) device, a magnetoelectronic circuit
element developed at the Naval Research Lab. Figure 1(a) shows an atomic force micrograph of a HHE device that
was fabricated at the Naval Research Laboratory in Washington D.C, while 1(b) illustrates its operation. Current



TABLE I

HHE DEVICE CHARACTERISTICS

Parameter Value Comments
Area 35f Area of an SRAM cell is approximately 150 f' in a process with feature size f

Write current 10 mA Scales approximately linearly with the feature size.
Read current 10 mA

Write/Read times 500 ps 100 ps read/write times expected with future HHE Devices.

flowing through the write wire at the top of the figure (not shown in the AFM), creates a magnetic field. If the
intensity of the magnetic field exceeds the magnetization threshold of the ferromagnetic bar in the middle of the
device, it magnetizes the device in either the left or right directions, depending on the direction of current flow.
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Fig. 1. Hybrid Hall effect device. (a) Atomic force micrograph (figure courtesy Mark Johnson, Naval Research Laboratory) (b) Operation

To read the state of the HHE device, a bias current Ibt/a is passed through the bias line of the conductor under
the ferromagnetic bar, such that the current passes under the edge of the ferromagnetic bar, where the magnetic
field generated by the bar is nearly vertical. When the bias current encounters this magnetic field, the Hall effect
induces a Hall output voltage that is perpendicular to both the bias current and the magnetic field. For a given
direction of bias current flow, the sign of this output voltage is determined by the magnetization direction of the
ferromagnetic bar, and the magnitude of the output voltage is determined by the product of the magnitude of the
bias current and the Hall resistance of the HHE device, which, for current devices, is approximately 10 Ohms.
Table I lists the parameters of the HHE device that are most relevant to system designers such as its physical size,
the amount of current required to set the state of the device (write current), and the device's speed.

The HHE device has three advantages over competing technologies: speed, long lifetimes, and ease of fabrication.
HHE devices have been shown to operate in as little as 500ps, which compares extremely well to the microsecond or
millisecond write times of FLASH memory cells. Unlike Ovonic or FeRAM devices, HHE devices can be written an
arbitrary number of times without damaging the device, which is particularly important in computing applications.
Finally, HHE devices require only a single layer of ferromagnetic material, making fabrication processes for HHE-
based systems less costly than fabrication processes for most other magnetoelectronic devices, which require multiple
layers of ferromagnetic material.

III. MAGNETOELECTRONIC LOGIC GATES

The first 18 months of this contract developed designs for reconfigurable logic gates based on the HHE device.
These designs treat the HHE device as a computing element that evaluates the current flowing through its input
wire and changes state if that current exceeds a threshold value, rather than as a memory device that stores a bit



of data. They consume power while evaluating their inputs and while their outputs are being read, but hold their
results indefinitely without consuming power, even across interruptions to the system's power supply.

Figure 2 presents a schematic for an HHE-based reconfigurable logic gate developed during this project. In this
circuit, the X1-4 inputs are the inputs to the logic gate, and drive transistors sized to flow approximately 25% of
the current required to change the state of the logic gate. The C1 input is a configuration bit, and drives a transistor
sized such that it flows 75% of the current required to change the state of the device. Thus, if C1 is asserted, only
one of the X1- 4 inputs needs to be asserted to set the output of the gate to "1", and the gate computes the OR of
its inputs. If C1 is not asserted, all of the X1- 4 inputs need to be asserted to set the gate to "'" and it computes the
AND of its inputs. If this gate is extended to conditionally invert the X1- 4 inputs based on a second configuration
input C2, it can be reconfigured on a cycle-by-cycle basis to compute the AND, OR, NAND, or NOR of its inputs.
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Fig. 2. HHE-based reconfigurable logic gate

Power consumption is a major issue in HHE-based logic gates, as they require large (10OmA) currents to perform
read and write operations. Our designs address this by limiting the durations of the read (bias) and write currents as
much as possible while ensuring correct operation. The logic gate shown in Figure 2 uses output feedback to limit

the duration of write currents. This gate assumes that the HHE device has two write wires, a common practice in
magnetoelectronic devices. Current flows through the left-hand write wire in the direction that sets the output of the
gate to "1 " and through the right-hand wire in the direction that sets the output to "0." Current flow through each
write wire is gated by the AND of a PULSE signal that is active for 500ps following each transition on the inputs
and either the true or inverted output of the gate. This causes current to flow through the write wires only when the
gate's inputs are being evaluated, and prevents any current flow through a write wire if the gate's output is already
in the state that that wire could set it to. When the gate's output is "1", the left-hand write wire is gated off, as
it is not necessary to re-evaluate the gate's inputs in order to maintain the output state. Similarly, the right-hand
write wire is gated off when the output of the gate is "0" to prevent unnecessary current flow through that wire.

Figure 3 shows an HSPICE simulation of the gate in Figure 2, showing that it can be dynamically reconfigured
to support AND, OR, NAND, and NOR operations. In this figure, the READ (bias) input is asserted lOns after
each input change, so the gate's output lags 1Ons behind the inputs. For example, the output change at t=50ns is
triggered by the input change at t=40ns, and so on. Given the speed of the HHE device, this input-read delay could
have been as low as 0.5ns, but we used a IOns spacing for simplicity. We have also demonstrated that this gate
retains its output state across power supply interruptions, resuming its original output when power is restored.
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Fig. 3. Operation of the HHE-based reconfigurable logic gate

To further reduce power consumption, we have developed the output interface shown in Figure 4. This circuit uses
an SRAM cell to both amplify and latch the output of the HHE device, reducing both the amount of bias current
that must be applied and the duration of the bias current. To read the output of the HHE device, the SENSE input
is asserted, forcing the HHE device into its metastable state, and the bias current 'bias applied. Once the output of
the HHE device has stabilized, SENSE is de-asserted, and the SRAM cell converges to one of its two stable states,
depending on the output voltage of the HHE device (Vot), at which time Ibias is removed. Our simulations show
that this interface correctly senses HHE device output voltages of 100mV, allowing the use of 10mA bias currents
as opposed to the IOOmV bias currents that would be required to generate IV CMOS-compatible output voltages
and eliminating the need to drive the bias current during times when the gate's output is stable.
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Fig. 4. CMOS-compatible output interface

In addition to AND/OR/NAND/NOR gates, we developed the threshold logic gates shown in Figure 5. In threshold
logic, each gate's output depends on whether the number of its inputs that are "1" exceeds a specific value, called
the gate's threshold. Threshold logic is a superset of AND/OR logic, in that OR can be implemented as a threshold



gate with a threshold of 1, and an n-input AND can be implemented as a threshold gate with a threshold of n.
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Fig. 5. HHE-based threshold logic gate

Our gate designs exploit the properties of the HHE device to implement threshold logic much more efficiently

than is possible in CMOS systems. HHE devices are inherently threshold-based, in that their output changes if the
magnitude of their write current exceeds a fixed value. Thus, we can convert an n-input AND/OR/NAND/NOR
HHE gate into a threshold gate by adding log2(n) - 1 configuration inputs to the gate and appropriately sizing the
transistors driven by those inputs. In Figure 5, which shows a four-input threshold gate, the C1 and X 1 - 4 inputs
drive transistors sized to flow 25% of the current required to set the state of the gate, while the C 2 input drives a
transistor that is twice as large. As a result, the gate's output is "1" if X1 + X2 + X3 + X4 + (2 * C2) + C1 > 4.

The main advantage of threshold logic over AND/OR logic is that fewer threshold gates are required to implement
many functions than AND/OR gates. Figure 6 shows the number of 4-input threshold and AND/OR gates required
to implement all possible 4-input Boolean functions. On average, threshold logic requires 4 gates to implement a
function, while AND/OR logic requires 5, justifying the increase in the number of transistors required to implement
threshold gates as opposed to AND/OR gates.

4 Input Functions using Threshold Logic 4 Input Punctions Using ANO-OR Logic
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Fig. 6. Number of gates required to implement 4-input functions using threshold or AND/OR logic

Our gate-level designs have demonstrated that HHE devices can implement non-volatile logic gates that can



operate on CMOS signal levels and generate CMOS-compatible outputs. As part of this effort, we designed input
interfaces that convert CMOS voltages into the currents required by HHE devices, and output interfaces that
amplify and latch the voltage generated by the HHE device. These interfaces limit the magnitude and duration of
the HHE device's write and bias currents to reduce power consumption while still providing non-volatile operation.
In addition, we have shown that the HHE device can efficiently implement threshold logic, allowing many Boolean
functions to be implemented in fewer gates than is possible in AND/OR designs.

IV. ARCHITECTURE OF A SELF-CHECKPOINTING MICROPROCESSOR

The second half of this effort focused on system-level applications of magnetoelectronic devices, in particular
their use in developing microprocessors that can tolerate power failures without losing data and can provide "instant-
on" operation, eliminating the long "boot" times seen in current computer systems. The HHE device's high power
consumption makes it impractical to construct integrated circuits completely out of HHE-based devices. Instead,
our designs add a relatively-small number of magnetoelectronic devices to a CMOS processor that store the critical
state of an application running on the processor. If the processor's power supply is interrupted, the application's
state can be restored from the magnetoelectronic devices, allowing it to resume execution with little or no loss of
progress.

Figure 7 shows a block diagram of the self-checkpointing microprocessor that we have developed. This design
adds four magnetoelectronic memories to a conventional microprocessor: non-volatile copies of the program counter
and register file, a checkpoint buffer that holds all data written to the memory since the last checkpoint, and a dirty
data buffer that holds a copy of all data that is dirty in the processor's cache (i.e., has been written since it was
brought into the cache).

.• Program Counter NV •]i to."... : :i* , i

SRegister ei

File
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Fig. 7. A self-checkpointing processor.

During normal execution, the self-checkpointing processor fetches and executes instructions in the same way
a conventional microprocessor does. Periodically, it checkpoints its state by copying the contents of the register
file and program counter into the non-volatile versions of those structures and saving a copy of all data that has
been written to memory since the last checkpoint in the non-volatile portion of the checkpoint buffer. Between
checkpoints, the processor moves the contents of the non-volatile portion of the checkpoint buffer into the dirty
data buffer to free up space for the next checkpoint.

In combination with non-volatile off-chip memory implemented using MRAMs or a similar technology, this
checkpointing scheme allows the processor to tolerate power failures by "rolling back" execution to the last
checkpoint when the power supply is restored after an interruption. When power is restored, the processor copies



the contents of the checkpoint buffer and dirty data buffer into the off-chip memory, making the off-chip memory's
contents match the state of the memory system when the checkpoint was taken. The processor then loads the
program counter and register file from their non-volatile copies, and resumes execution of the program.

Self-checkpointing processors have a number of advantages over conventional microprocessors. They protect

applications against data loss during power supply interruptions, which can be very important for long-running
computations. Perhaps more importantly for military applications, they can provide "instant-on" operation, by

avoiding the need to "boot" the operating system when a device is powered on. Since a self-checkpointing processor
retains its state when powered down, it can simply resume execution of its operating system and programs when

powered on, rather than having to load an OS from disk, configure any peripherals attached to the system, and
initialize memory before program execution can begin. As leakage currents become a dominant contributor to

integrated circuit power consumption in future fabrication processes, this "instant-on" capability will also reduce

overall power consumption by allowing systems to power completely off when not in use and resume operation

immediately when needed.

A. Performance Analysis

To evaluate our mechanisms for self checkpointing, we implemented a self-checkpointing version of the Pentium
4 1 microprocessor in simulation. Figure 8 shows the performance of the self-checkpointing processor relative to

the baseline architecture on a suite of programs taken from the SPEC and MediaBench suites, as a function of

the processor's second-level (L2) cache size and the capacity of the dirty data buffer. In this graph, a performance
value of "1" indicates that the self-checkpointing architecture ran the program in the same number of cycles as the

base architecture, higher values indicate that the self-checkpointing processor executed the program in less time
than the base, and values less than one indicate that the self-checkpointing processor took more time to execute

the program than the original design.
In many cases, particularly when the processor had a large L2 cache, the self-checkpointing processor was

slightly slower than the baseline architecture, as would be expected. While our design takes only 1-2ns to perform
a checkpoint, checkpointing does add some overhead to the execution time. The worst-case performance of the self-
checkpointing processor was 0.7% slower than the base design, showing that the overheads of our checkpointing
hardware are very small.

Interestingly, however, the self-checkpointing processor outperforms the baseline design on a large number of
programs. This performance advantage is most pronounced when the system has a small L2 cache, and when the
dirty data buffer is relatively small (2-4 KB). This result was unexpected, and is due to the way in which the

self-checkpointing processor manages its cache. In order to restore a program's state after a power failure, the

checkpoint and dirty data buffers must contain all of the data that has been modified since it was brought into the
processor's cache. If the amount of modified (dirty) data in the processor's cache exceeds the capacity of the dirty
data buffer, the self-checkpointing processor copies some of the dirty data back to the off-chip memory, leaving
the line containing the data in the cache but marking it clean.

Writing lines back to the off-chip memory in this way improves performance by eliminating the need to write
them back when the processor needs to replace the line in the cache with some other line from memory. Cache

misses in computer programs tend to occur in bursts. During those bursts, there is a lot of demand for the off-chip

memory, and the performance of the program is limited by how much data must be moved into or out of the cache.
By writing some of the cache's dirty data back to the off-chip memory during times when the memory system
is idle, the self-checkpointing processor reduces the amount of data that must be written to the off-chip memory

during bursts of cache misses, increasing overall performance. This "early writeback" effect has been noticed by
other computer architects, a number of whom have attempted to design memory systems to take advantage of it,
and is a natural side-effect of our architecture.

B. Power Consumption

To estimate the power consumed by our magnetoelectronic memories, we counted the number of writes to each

memory during the execution of a program and multiplied by the estimated energy cost of each write. This gave the

'Pentium 4 is a trademark of the Intel Corporation



Performance of a self-checkpointing processor with varying L2 cache and dirty data buffer sizes
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Fig. 8. Performance of a self-checkpointing processor for different L2 cache sizes with a 512-byte eight-way associative checkpoint buffer
and finite-sized dirty data buffer.

total energy consumed by the magnetoelectronic memories, which we divided by the program's simulated execution
time to get the average power consumption. We calculated power consumption using three different estimates of the
energy cost per write to a magnetoelectronic device: worst-case, conservative, and optimistic. For the worst-case
estimate, we assumed that the current required to read or write each HHE device remained 10 mA, as observed in
prototype devices, and that each bit's write current passed directly from the supply rail to ground through that bit
(i.e., no chaining of write currents to reduce power). Similarly, we assumed that the read and write currents must
be applied for 500 picoseconds to sense or set the state of the device.

In our conservative estimates, we assumed that blocks of eight memory cells were chained together to share read
and write currents, reducing the power consumption by a factor of eight. Commercial MRAMs share read and write
currents across as many as 128 bit cells, so chaining groups of eight bit cells in a microprocessor environment
is unlikely to be a significant problem. Our optimistic estimates also assume chaining of eight-cell blocks, and
assume that scaling HHE devices from feature sizes of 0.5 microns to 0.1 microns to match the feature sizes of
current-generation microprocessors also reduces read and write currents from lOmA to 2mA by scaling the width
of the write wire in each device and improving the read sensitivity of the device.

Figure 9 shows the average power consumed in the magnetoelectronic memories when our benchmarks are run
on an architecture with a 512 KB L2 cache, a 512 B checkpoint buffer, and an 8 KB dirty data buffer. Under
our conservative assumptions, the average power consumed during benchmark execution is only 62mW, a small
fraction of the power consumed by the base architecture. Under our optimistic assumptions, power consumption
drops further, to 12.3 mW. Even using our worst-case estimates, the power consumed by our non-volatile memories
is under 500mW.
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Fig. 9. Power costs of self-checkpointing structures.

C. Area Costs

The primary area cost of our mechanisms for self-checkpointing is the area required by the magnetoelectronic

and conventional memories required to implement our mechanisms. On the Pentium 4, the non-volatile register
file requires 1806 bytes of non-volatile memory to hold the register set described in the last section. A 512-

byte checkpoint buffer contains 128 entries of 32 bits each and requires approximately 1 KB of non-volatile and
conventional memory for data and address (tag) storage.

Similarly, an 8KB dirty data buffer has 2K entries and requires 16 KB of non-volatile storage, as well as a 32-bit
addressed, N entry pipelined NAND-CAM, where N is the number of data entries in the dirty data buffer. Each
entry in the NAND-CAM requires 33 + log2 (N) bits of memory to hold its valid bit, tag, and location pointer, for
a total of 11.5KB of storage.

Thus, the total area cost of our structures is approximately 19 KB of non-volatile memory and 15 KB of SRAM.

Using the circuits we have developed, each bit of magnetoelectronic storage will take up approximately twice as
much area as an SRAM bit, making the total area cost equivalent to approximately 53KB of SRAM memory, or
about 10% of the area required by the Pentium 4's Li and L2 caches.
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Non-Volatile System Design" European Conference on Circuit Theory and Design, September 2005

"* Steve P. Ferrera and Nicholas P. Carter. "Reconfigurable Magnetoelectronic Circuits for Threshold Logic"

International Journal of Circuit Theory and Applications, November 2004
"* Steve P. Ferrera and Nicholas P. Carter. "A Magnetoelectronic Macrocell Employing Reconfigurable Threshold

Logic" Proceedings of the 12th ACM International Symposium on Field-Programmable Gate Arrays (FPGA).

February 2004
"• Steve P. Ferrera, Nicholas P. Carter. "Reconfigurable Circuits Using Hybrid Hall Effect Devices" Proceedings

of the 13th International Conference on Field Programmable Logic and Applications (FPL). September 2003.



aS. Ferrera and N.P. Carter. "Hybrid Hall Effect Devices - A Novel Building Block for Reconfigurable Logic"
Second Workshop on Non-Silicon Computation, June 2003

B. Theses

"* "The Design of a Nonvolatile Processor using Magnetoelectronic Devices." Love Kothari. Master's Thesis,
University of Illinois at Urbana-Champaign, April 2005.

"* "Reconfigurable Circuit Designs and Applications for Magnetoelectronic Logic." Steve P. Ferrera. Master's
Thesis, University of Illinois at Urbana-Champaign, May 2004.

VI. CONCLUSION

Magnetoelectronic devices have the potential to enable the design of electronic systems with capabilities that
are unachievable in conventional CMOS - high-performance, non-volatile storage, the ability to tolerate power
failures without losing data, instant-on operation, and zero idle power consumption. To date, most of the work in
magnetoelectronics has been done at the device level, developing and fabricating devices that combine ferromagnetic
materials and semiconductor structures. System-level work has tended to focus on memory applications, such as
MRAMs, and there has been little investigation of designs that use magnetoelectronics to implement logic or that
integrate magnetoelectronic storage with CMOS circuitry.

This project has explored the integration of magnetoelectronics with logic at both the circuit and system levels.
Our early work developed reconfigurable magnetoelectronic logic gates, combining HHE devices with CMOS
transistors to create gates that retain their output values indefinitely, even in the absence of an external power
supply. To limit power consumption, which is a significant issue in magnetoelectronic systems, these designs use
output feedback and timing pulses to prevent current from flowing through the HHE device except when absolutely
necessary. We simulated both AND/OR and threshold logic gates, showing that HHE devices could be used to
implement threshold logic efficiently.

At the system level, we developed an architecture for a self-checkpointing processor that tolerates power failures
by periodically copying critical program state to on-chip non-volatile memories. Our self-checkpointing structures
increase the amount of area required for on-chip memory in a Pentium 4 processor by approximately 10%, and
increase power consumption by only 62mW. In our experiments, a self-checkpointing version of the Pentium 4
performed at most 0.7% worse than the baseline architecture, and outperformed the base processor in most cases,
because the self-checkpointing hardware forces the system to use on-chip memory more efficiently.

In our future work, we plan to continue to close the gap between device-level and system-level magnetoelectronics.
Our immediate plans focus on designing and demonstrating medium-scale magnetoelectronic structures, such as
logic arrays or portions of our mechanisms for self-checkpointing. Within a 5-6 year timeframe, we expect to be
able to fabricate a prototype self-checkpointing processor, demonstrating that magnetoelectronic devices can be
integrated with conventional electronics at the system level.


